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Attributable risk is an important epidemiological index, and may be more relevant to many health planning
situations than other indices such as the relative risk. This paper outlines the requirements of typical epidemiological
data in order to estimate attributable risks, and illustrates the calculations for some common types of research
study. The examples chosen have no special significance per so, but represent the main findings of several typical
investigations reported in the epidemiological literature. The combination of estimates from several studies and
extrapolation to other populations are discussed. Finally the concept of attributable risk as the causal effect of a
risk factor is presented.

INTRODUCTION
The use of relative risk as a measure of association
between the incidence of a disease and exposure to
a postulated risk factor is well established in
epidemiology. Briefly defined, it is the ratio of the
incidences of disease in persons exposed and not
exposed to risk. It is of course quite possible to
adopt other measures of association such as the
difference in incidence rates between the two
groups, but perhaps the reason that relative risk has
enjoyed such widespread use is that it can be
estimated directly from longitudinal and
cross-sectional data, and also approximately (by
using the odds ratio) in retrospective case-control
studies. The latter is done under the assumption
that the absolute value of the disease incidence rate
is small. These three kinds of research design
(cross-sectional, prospective and retrospective) are
used in the vast majority of epidemiologic work; the
simple large sample formulae for the estimate of the
odds ratio and its associated standard error are the
same in all three, an appealing characteristic.

Relative risk may be thought of as indicating the
strength of the physiologic or biologic effects of
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exposure to the hazard under study. On the other
hand, this measure does not take into account the
number of individuals exposed to risk in the
population, and so it would be quite possible to
have a risk factor with a high relative risk, but which
is not an important health problem because very
few individuals were exposed to it. Attributable risk
is an alternative measure which takes into account
not only the strength of the physiologic effect of
exposure, but also the number exposed to the risk
factor in question; it is loosely defined as the
fraction (or percentage) of all cases of disease which
are associated with the risk factor. Under certain
assumptions (discussed below), the attributable risk
is also the proportional reduction in the disease load
which would occur if exposure were prevented; it is
therefore a very useful measurement of the public
health importance of a risk factor, and may be used
to assess the relative contribution of each of several
risk factors in the generation of disease(s). Such
calculations may be used as a rational foundation
for the choice between alternative preventive
strategies.

In symbols, if we let Ie be the incidence of
disease in persons exposed to a risk factor, and lo

the incidence in persons not exposed, then Ie — Io is
the excess risk of disease among exposed persons
which may be ascribed to the exposure per se.
Hence the fraction of cases among the exposed
which are due to the exposure is (Ic - Io)/Ie. o r
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(r — l)/r where r is the relative risk Ie/Io- If the
proportion of the population exposed to risk is
denoted by p, then it may be shown (1, 2, 3) that
the proportion of all cases (in both exposed and
non-exposed groups) which are associated with
exposure is

P ( r - l )
AR = p ( r - 1) + 1

(1)

This quantity is known as the attributable risk, but
it has also been termed the population attributable
risk (4), the aetiologic fraction (5) and attributable
fraction (3); the terms attributable risk percent and
population attributable risk percent have also been
suggested for use in the obvious ways, but the
definitions without the word 'percent' are common-
ly applied to the percentage equivalents of these
parameters. The associated mortality parameter (6,
7) is also related to attributable risk.

From equation (1) we may see that in order to
estimate the attributable risk, in general we must be
able to derive from the data estimates of the relative
risk (or its odds ratio approximation) and the
fraction of the population exposed to risk. The
former is available from most epidemiologic studies
as just discussed, but the latter is usually only
directly available from cross-sectional studies, or
from prospective studies when the sampling of
study individuals is not stratified by exposure
status. In retrospective work, an approximate
estimate of the fraction exposed may sometimes be
available from the control group, as shown below in
the numerical examples. In contrast to the odds
ratio, the formula for the standard error of the
attributable risk is different in the various types of
study design. The examples below consider the
estimation procedures in typical prospective and
retrospective situations, and the combination of
information from several studies of the same risk
factor-disease association is also discussed.

EXAMPLES
Throughout the numerical examples following, the
sample frequencies of cases and controls by
exposure status will be denoted as in the general
contingency table (Table 1). The simplest situation,
with one dichotomous (present or absent) risk
factor and a dichotomous disease will be considered,
although more general formulations of the problem
are possible.

Example 1. Prospective study
The illustrative data for the calculation of
attributable risk from prospcctively collected
information comes from the Framingham study of
heart disease, using a small subset of data reported
by Cornfield (8). Table 2 shows the number of cases
of coronary heart disease (CHD) which had
developed after six years of follow-up of 1329 men
in the age range 40—59 years, the subjects being
grouped by their initial level of scrum cholesterol
which will be used as the risk factor. For simplicity,
this variable is divided into only two ranges, and
other factors which may influence the probability
of contracting CHD have been ignored.

In this study the method for sampling the
1329 men observed did not involve any
stratification on the risk factor (initial level of
scrum cholesterol); rather, the individuals were
obtained from an unstratified sampling scheme and
subsequently grouped into the two risk groups
shown. For this.reason we may take the observed
fraction of men exposed to risk (756/1329 = 0.569)
as a valid estimate of the fraction exposed in the
general population. There is, however, sampling
variation associated with this estimate which must
be taken into account when estimating the
attributable risk. The relative risk may be estimated
in the usual way as 72/756^20/573 = 2.73; the
corresponding odds ratio estimate is ad/bc = 2.91,
and a 95% confidence interval is (1.75, 4.84). By

Risk
factor

TABLE 1

General 2x2 sample contingency table arising in epidemiological studies

Disease

Present Absent Total

a b m, » a + b

c d m, » c + d

Present

Absent

Total n. » a + c • b + d N = a + b + c + d
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TABLE 2

Remits from a prospective study of coronary heart disease

177

Initial scrum
cholesterol(mg%)

Measure

Odds ratio:
Attributable risk

CHD
after 6 years

220+
<220

Total

Estimate

2.91
49.6%

72
20

92

No CHD
after 6 years

684
553

1237

95% confidence limits

1.75, 4.84
30.5%, 68.7%

Total

756
573

1329

using these estimates of the fraction exposed and
the relative risk in equation (1) one may derive the
estimate of attributable risk as 0.496 or 49.6%. The
appropriate formula ((3) — equation A7) to
estimate the corresponding variance is

cN [ad(N - c) + be2 ]
V(AR) = (a + c)3 (c + d)3

(2)

which in this example gives V(AR) = 0.00951, and a
standard error of [V(AR)] ^ = 0.0975, yielding in
turn an approximate 95% confidence interval
0.496 ± 1.96 x 0.0975, or (30.5%, 68.7%), making
the assumption that the estimate is approximately
normally distributed. Thus we may state that the
data indicate that with 95% probability, and
ignoring the effects of other risk factors, the
percentage of CHD cases associated with, or
attributable to serum cholesterol levels above
220 mg% is between 30% and 69% for men of this
age group. Note that the use of 220 mg% as the
dividing point between normal and abnormal values
may be questioned. If a higher level were chosen,

however, (say 250 or 260 mg%) the change in the
attributable risk estimate may not be very great; the
reason for this will be discussed below in the
context of combining data from several studies
where quite different definitions of exposure to risk
may have been used.

Example 2. Retrospective study
Table 3 shows the outcome from a typical
retrospective case-control study of the association
of smoking and oral cancer; these data are originally
from a study by Wynder et al. (9) and have also
been discussed by Rothman and Keller (10). In the
usual way, the odds ratio will be adopted as an
approximation to the relative risk; the estimated
odds ratio from Table 3 is 2.57, and its 95%
confidence interval is (1.61, 4.11). The additional
parameter required to calculate the attributable risk
is the fraction of the population exposed to risk,
which in this study is defined as smoking 16 or
more cigarettes per day; in most retrospective
studies the prevalence of exposure in the population

TABLE 3

Results from a retrospective study of oral cancer

Smoking status
(cigarettes/day)

Measure

Odds Ratio:
Attributable risk

16+

<16

Total

Estimate

2.57
51.3%

Oral cancer
cases

255

49

304

Controls

93

46

139

95% confidence limits

1.61, 4.12
34.3%, 68.3%

Total

348

95

443
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is not directly available, and so it must be estimated
from some ancillary data or alternatively from the
control group, the latter being adopted if it can be
reasonably assumed that the class of persons from
which the controls were selected have
approximately the same pattern of exposure as does
the entire population. This will often be the case if
the absolute incidence of the disease is low (so that
only a small fraction of the population contracts the
disease), and if there is no control selection bias
related to exposure. A specific case is worthy of
mention; if the cases and controls are matched in
some way (either individually or in groups), then it
is very likely that the matching process will yield a
different exposure distribution in the controls as
compared to what would have arisen in a
comparable unmatched control series. Therefore in
a matched study, data in addition to that of the
outcome contingency Table 1 (or its matched
format equivalent) would be required in order to
estimate the level of exposure in the general
population.

For simplicity, in the example of Table 3 we will
suppose that the controls are in fact fairly
representative of the general population, at least
with respect to smoking as categorised there. Thus
we can estimate that the fraction of individuals who
smoke more than 15 cigarettes per day is
93/139 = 0.669 or 66.9%. Now combining this with
the previous estimate 2.57 of the odds ratio,
equation (1) yields the value 51.3% as the estimated
attributable risk. Using the variance formula
appropriate for a retrospective study ((3) —
equation A2) we have

V(AR) - c-y ̂  * M
\ dn , / [_cn, dn2j

which in this example may be enumerated as
0.007 51 to give the standard error as
[V(AR)] ^ = 0.0867; as in example 1, if we assume
this estimate to have approximately a normal
distribution, the 95% confidence interval is (34.3%,
68.3%). [Note: The alternative assumption that log
(1 — AR) is normally distributed (11) yields a very
similar interval.] Notice that although the width of
this confidence interval is roughly comparable to
that in example 1, the prospective study has three
times as many study subjects as the retrospective. It
is usually the case that retrospective studies are
much more efficient in this regard than are
prospective studies of comparable size (12).

Example 3. Combination of data from several
studies
The illustrative data for this topic come from ten
retrospective studies of the association of smoking
and lung cancer (see Table 4). These ten are in fact a
subset of 14 studies assembled by Dom(13), and
constitute a group which have been shown to be
statistically homogeneous in their odds ratios (14).
These data have also been examined by Armitage
andGart(15, 16).

Procedures to combine studies to give an
estimate of their overall odds ratio are
well-established, the best known being the
Mantel-Haenszel method (17). If it can be assumed
that all the variation between studies in the
estimates of odds ratio is due to sampling error (i.e.
the same underlying true relative risk applies to all
the studies individually), then by using an
appropriate weighting system for each of the
individual odds ratio estimates, it is possible to
create a weighted average for the estimate of the
overall odds ratio and to use the weights to calculate
a confidence interval (15). An obvious choice for
the weight is the reciprocal of the variance of the
odds ratio estimate, so that studies which yield very
precise values for the odds ratio will receive more
weight and vice versa. The previously demonstrated
homogeneity of odds ratios in the ten studies make
this approach reasonable here; column 5 of Table 4
indicates the odds ratio estimate arising from each
study (being the usual estimate ad/bc). Column 6
shows the associated weight W] for the logarithm of
each of these estimates, being the reciprocal of the
estimated variance, i.e. [I/a + 1/b + 1/c + 1/d]"1,
and scaled to indicate the percentage contribution
of each study relative to the total weight; thus
study 1 provides an individual estimate 5.38 for the
odds ratio, the logarithm of which receives 2.2% of
the total weight in the combined estimate of the log
odds ratio. The combined estimate for the overall
odds ratio is 4.62, and the 95% confidence interval
is (3.82, 5.60).

Column 7 of Table 4 indicates the estimated
percentage of the population who smoke (or are
"exposed") for each of the ten studies; the
estimates all come from the control groups, e.g. the
estimate for study 1 being 72/86 = 84%. Column 8
shows the estimated attributable risk, derived from
equation (1), and column 9 shows the associated
weights w2 which are correspondingly taken as the
reciprocals of the variances of these estimates (the
variance being calculated from equation 3), and
again scaled to indicate the contribution of each
study relative to the total weight. A combined
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Study

1
2
3
5
8
9

10
12
13
14

Total

CALCULATIONS OF ATTRIBUTABLE RISKS

TABLE 4

179

Combination of relative and attributable risks from 10 retrospective studies of smoking and lung cancer

Lung Cancer Cases
(1)

Smokers

83
90

129
412

1350
60

459
499
451
260

3793

(2)
Non

Smokers

3
3
7

32
7
3

18
19
39

5

136

Controls
(3)

Smokers

72
227

81
299

1296
106
534
462

1729
259

5065

(4)
Non

Smokers

14
43
19

131
61
27
81
56

636
28

1096

(5)

OR

5.38
5.68
4.32
5.64
9.08
5.09
3.87
3.18
4.25
5.62

(6)

w,

2.2
2.5
4.4

21.2
5.9
2.4

13.2
12.7
31.6

3.9

100.0

(7)

0(%)

84
84
81
70
95
80
87
89
73
90

(8)

AR(%)

78.6
79.7
76.9
76.3
88.5
76.5
71.9
66.1
70.4
80.7

(9)

w,

2.6
3.3
3.5

24.1
22.3

2.4
8.8
6.0

21.4
5.4

100.0

OR = Odds ratio;
AR =• Attributable risk;
Weighted mean for OR

w, • Weight for log OR; 8 « Percentage of smokers among controls;
w, - Weight for AR.

• 4.62; Weighted mean for AR « 77.2%.

estimate of the attributable risk may be derived by
taking a weighted average of the individual
attributable risk estimates, and this yields the value
77.2%. Also, using the reciprocal of the total weight
(before scaling) as the variance of the combined
estimate we may obtain a 95% confidence interval
for the overall attributable risk as (73.0%, 81.4%).

It should be noted that estimating the
attributable risk from the 'pooled' 2 x 2 table (i.e.
the table with the total number 3793 of lung cancer
cases who smoked, the total number 136 of cases
who did not smoke, etc.) will be unsatisfactory in
general, as is true for odds ratio estimation. The
odds ratio from the pooled table is 6.03, a value
which exceeds nine of the ten estimates for the
individual studies. The overall percentage exposed
to risk, which may also be obtained from the pooled
table, is 82%, and in combination with the value
6.03 for the relative risk, one derives 80.5% as the
attributable risk estimate from the pooled table.
This is larger than eight of the ten corresponding
individual study estimates of attributable risk, but
seems somewhat less extremely placed in the
distribution of individual attributable risk estimates
than occurs in the relative risk; nevertheless this
procedure is not recommended as reliable in general.

As an aside, it may be pointed out that in three
of the 14 original studies of Dorn, individual match-
ing of cases and controls was employed (13). These
were studies 7, 8 and 12 (using Cornfield's number-
ing (14)), and all three used hospital patients as
the source of controls. In study 7 (not included in

Table 4) two controls per case were matched on age
and hospital; in study 8 pairwise matching of
controls on age and hospital was used; in study 12
controls were individually matched on age and race.
The data from all 14 studies collectively constitute a
familiar example used in methods to analyse several
studies simultaneously, particularly in the context
of obtaining an overall estimate of the odds ratio.
As far as this writer is aware, none of these analyses
takes account of the matching but this is not
surprising since the studies themselves all report the
data as if they had been unmatched; strictly
speaking the relative risk confidence intervals
derived without regard to the matching will
probably be too liberal, i.e. the analysis could have
been strengthened if it had been possible to analyse
the matched studies allowing for the matching. For
attributable risk, ignoring matched variables may
have serious consequences because the matching
process will usually influence the distribution of the
matched variable in the controls, and so will distort
the estimate of the factor prevalence in the general
population if such an estimate is made from the
control group. Even where group matching has been
used the same considerations will apply, but again
because the data are not available in matched
format the matching in all of the studies will have to
be ignored. It is, however, salutory that study 8, one
of the two pair-matched studies in Table 4, has the
highest estimate of the proportion smoking among
the controls.

The ten studies vary greatly in their estimates of
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the percentage of the population exposed to risk,
despite their homogeneity with respect to relative
risk. Apart from the effects of matching, such
variation may be due either to true differences in
the factor prevalence and the type of smoking
encountered in the various study populations, or to
differences in the operational definitions of smoking
as applied by the various researchers involved.
Fortunately the latter discrepancies tend to be
annulled by a useful 'cancelling' feature of
attributable risk which arises because the relative
risk (minus one) is multiplied by the proportion
exposed (see equation 1); thus if one study adopted
a very stringent definition of exposure (e.g. 40+
cigarettes per day), this would lead to a high relative
risk but quite a small proportion of individuals
exposed. On the other hand, a more lenient
definition of exposure (e.g. ever smoked at all)
would produce a lower relative risk but a much
higher proportion of individuals exposed to risk.
These two opposite effects tend to cancel in the
estimation of attributable risks for the various
studies, and so a set of studies with quite different
definitions of exposure and resulting relative risks
may still produce compatible attributable risks.

Extrapolation to other populations
Despite the above comforting feature of attributable
risk, the variation in the percentage exposed may
still be troublesome as it may indeed represent (at
least partially) real differences in smoking patterns
between the various populations; if this is so, then
evenkf the relative risks are constant one would still
expect the attributable risks to be different, and the
interpretation of the combined estimate of
attributable risk from such a group of studies would
be difficult. In order to use such a combined
estimate to assess the attributable risk of a factor in
a particular population, ideally one would require
that the factor prevalence there and in the
populations where the research studies were carried
out are fairly similar. It might be, however, that all
the available literature on the association in
question related to populations for which the
exposure levels were all quite different from that in
the population for which an attributable risk
estimate is required. With the exception of study 8
which was performed in England, all the studies of
Table 4 which have moderate or heavy weight in the
calculation of relative and attributable risks were
done in the United States. Studies 1, 2 and 3 were
carried out in Germany and the Netherlands and all
receive rather low weight in the calculations because
of their smaller size. All ten studies were done in

Western industrialised countries, and so an
assessment of the contribution of smoking in
relation to other factors to the development of lung
cancer for countries or societies where the
prevalence of smoking was not comparable would
require a strategy in the attributable risk estimation
different from that of simply taking a weighted
average of the individual attributable risks; this is
quite apart from allowances which may be needed
for other differences between the countries
involved.

One possible approach to this problem is to think
of the relative risk as a kind of biological constant
which would apply in a wide variety of
circumstances; if this constant relative risk can be
estimated it may then be used in combination with
a previously determined percentage exposed to risk
appropriate for the population of interest; this then
yields an attributable risk for that population. Thus
in the case of smoking and lung cancer, we might
suppose that after allowing for any other relevant
factors a' smoker had approximately a four to
fivefold chance of contracting lung cancer as
compared to a non-smoker, this being so regardless
of the population in which the smoker is found. If
one knew with some precision that, say, 50% of the
population under study are exposed to risk (defined
in a manner consistent with that which defines the
relative risk), then this prevalence may be used
together with the assumed value of relative risk to
yield an attributable risk for that population.

This is done in Table 5 for the ten studies of
smoking and lung cancer, using 4.62 as the estimate

TABLE 5

Attributable risk for smoking in lung cancer; relative risk
from Table IV; various assumed values for the prevalence

of smoking.

Percent of population who smoke Attributable
risk(%)

5
10
20
30
40
50
60
70
80
90
95

15.3
26.6
42.0
52.1
59.2
64.4
68.5
71.1
74.4
76.5
77.5

Relative risk taken as 4.62.
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of relative risk and with a variety of assumed values
for the percentage of the population exposed. As it
turns out, the smoking prevalence ranging from 60%
to 95% changes the attributable risk by less than
10%, and the decline of the attributable risk with
decreasing factor prevalence is quite slow. This is
reassuring because it indicates that when the factor
prevalence is not known with great precision, a
crude estimate may sometimes be used with no
serious effect on the attributable risk. The effect of
varying the factor prevalence is, however, more
marked in situations where the relative risk is closer
to the value one. Lilienfeld gives a table of attri-
butable risk for various values of the factor pre-
valence and the relative risk (18).

It is interesting at this point to compare how the
weights of the ten studies differ between the
combined estimates of the relative and attributable
risks. Studies 5, 8, 10, 12 and 13 provide the five
highest weights for both parameters, with the other
studies making rather small contributions in both
cases (Table 4). The ordering within these first five
is different, however, as is the distribution of
weight. Study 13 has the highest weight for the
relative risk calculation, followed by study 5 and
study 10 with considerably less weight in turn. On
the other hand, the three highest weights for
attributable risk, those of studies 5, 8 and 13, are
approximately equal. The most striking individual
difference is for study 8 which is weighted in excess
of three rimes more heavily in the attributable risk
than in the relative risk. In general terms this is
because the variance of the odds ratio is high for a
study of its size due to the small number of
non-smoking lung cancer cases; study 8 does,
however, possess a large control group which leads
to a quite precise estimate of the percentages
exposed to risk. The effect of a poorly
dichotomised case group is of somewhat lesser
importance in the estimation of attributable risk
than in the odds ratio; in the latter the balance
between smokers and non-smokers is equally
important in both groups in order to reduce the
standard error, whereas for attributable risk the
control group is more important because it
contributes to both components of this measure, Le.
the proportion of individuals exposed and the
relative risk.

Although the set of studies discussed in this
section were all retrospective, it would of course be
quite possible to use the same strategies to evaluate
a combined attributable risk estimate from a set of
prospective studies, or indeed to a mixture of the
two types of research design.

DISCUSSION
The numerical examples discussed in this paper have
deliberately been somewhat simplified. The risk
factors were assumed to have only two levels, and
the disease was not allowed to vary in severity; only
one risk factor for each disease was analysed, and
the period between exposure and the onset of
disease (the latent period) has been ignored. The
p o s s i b i l i t y of c o m p e t i n g risks of
mortality/morbidity have been omitted. All of these
simplifying manoeuvres are not essential, and all of
the arguments presented can be generalised in
principle. More important to the interpretation of
the attributable risk measure is its relationship to
the actual reduction in the disease rate which would
occur if exposure to the risk factor were prevented.
It can be shown that if the factor is indeed a causal
agent of the disease and the risk in question is
distributed in the population independently of all
other causal risk factors, then the reduction and the
attributable risk are equal. On the other hand if risk
factors are confounded, then the attributable risk
will be either greater or lesser than the actual
reduction in disease, depending on whether the
confounding is positive or negative.

If a risk factor is not in fact causal, some impact
on the disease may still occur by secondary changes
in risk exposure induced by action directed against
the non-causal factor. For example, if a particular
dietary constituent is postulated as a risk factor for
heart disease, then diet modification might have an
effect on the probability of this disease even though
the postulated factor was not causal; this might
occur if the consumption of other dietary
components were altered by the primary
modification, or even by such indirect mechanisms
as an improved general awareness of health hazards
in the patient after being instructed to modify his
diet. It may be shown by an algebraic argument (not
reproduced here) that the size of the impact which
occurs by acting on non-causal or spurious factors
depends primarily on the degree of confounding
between the causal and non-causal factors, and also
on the probability that the level of exposure to the
causal factor is altered by the primary preventive
measure; it turns out that the effect of modifying a
non-causal agent which is heavily confounded with a
causal factor is often well estimated by the apparent
attributable risk of the non-causal factor, and may
even exceed the attributable risk in certain
situations. This is a useful finding because many
philosophers take the position that causality is
impossible to demonstrate by observational data of
the kind often used by epidemiologists.
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To conclude, it should be said that the
calculation of attributable risks should be only one
facet in a multidisciplinary approach to the choice
between alternative preventive programmes. Issues
such as the acceptability and cost of preventive
programmes must also be taken into account,
together with an evaluation of the expected
duration of the programme benefits and the period
of time required for the benefits to be realised. The
calculations and numerical methodology expounded
here represent but one small tool in the extensive
kit of techniques which the epidemiologist working
in this area will require.
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Book News

The following book has been received and may be
of interest to readers.

The Heart Patient Recovers
by Sydney H Croog and Sol Levine.

An authoritative account of social and psychological
factors involved in recovery after a first heart
attack, pp 432. Human Sciences Press, New York,
1977.
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